
IEEE TRANSACTIONS ON CONSUMER ELECTRONICS, VOL. 65, NO. 2, MAY 2019 233

Tourism Mobile App With Aspect-Based Sentiment
Classification Framework for Tourist Reviews
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Abstract—Tourist reviews are information sources for travelers
to know about tourist places. Unfortunately, some reviews are
irrelevant and become noisy data. Aspect-based sentiment clas-
sification methods have shown promise in suppressing the noise.
However, not much research has been done on automatic aspect
identification, and identification of implicit, infrequent and co-
referential aspects, resulting in misclassifications. This paper
presents a framework of aspect-based sentiment classification
that will not only identify the aspects very efficiently but can
perform classification task with high accuracy. The framework
has been implemented as a mobile app that helps tourists find
the best restaurant or hotel in a city, and performance has been
evaluated by conducting experiments on real-world datasets with
excellent results (85% identification and 90% classification).

Index Terms—Machine learning, consumer reviews, consumer
mobile app, aspect based sentiment analysis.

I. INTRODUCTION

TOURISM is a growing industry with increasing impor-
tance to countries globally [1]. With the advent of

smartphones, tourists visit places of interest and share their
sentiments on various social platforms and websites. These
sentiments present a broad view to readers about a tourist
place. However, readers may be confused about whether
to visit the tourist place due to diversity of sentiments.
Sentiment classification methods [2]-[6] can help to orga-
nize the sentiments into positive and negative. However, each
tourist place has diverse aspects and a simple binary result
is often inadequate. So, aspect-based sentiment classification
methods [7]-[20] can be useful. For example, an opinion “food
is yummy, but place is dirty” has two aspects: “food” and
“place”. Food is classified as positive by the positive word
“yummy”; place is classified as negative by the word “dirty”.
These methods involve two basic tasks: (1) aspects identifica-
tion and (2) sentiment classification into positive or negative
about identified aspects. Both are difficult tasks [21].

There are three problems associated with the first task
of aspect identification: (1) identify the implicit aspects,
e.g., “Yesterday we went to XX restaurant, every dish was
oily, soggy and super salty.” This statement implicitly gives
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an opinion about an important aspect “food” that was not
mentioned in the original text.

(2) Identify the co-referential aspects, which refer to the
same aspect that mentions in opinions with different word or
synonyms, e.g., atmosphere and ambiance are co-referential
aspects because both refer to the same aspect. (3) Identify
the aspects that occur infrequently but are nonetheless impor-
tant, e.g., curtains and bed are somewhat unusual aspects but
important for hotels. In the second task of aspect-based senti-
ment classification about identified aspects, the main problem
is irrelevant sentences like self-introduction, details about the
previous visit, etc. that affect the accurate prediction about
aspects of a tourist place.

This paper presents an effective framework of aspect-
based sentiment classification by introducing state-of-the-art
machine learning algorithms. The framework consists of two
main elements (1) decision tree-based aspect identification
method, which allows readers to identify explicit, implicit
and infrequent aspects, and groups co-referential aspects from
tourist sentiments (2) aspect-based sentiment classification
using machine learning algorithms that has three stages. In
the first stage, Stanford Basic Dependency method [22] is used
to filter sentence parts between sentiment words and aspects
in a given sentiment sentence. In the second stage, filtered
phrases are used to build features like n-grams and Part-Of-
Speech tags. Lastly, machine learning algorithms are applied
to identify features to classify the opinions about aspects into
positive or negative. Evaluation is performed using 10-fold
cross-validations to limit problems like overfitting [23].

This paper aims to identify and classify the aspects men-
tioned in tourist sentiment using machine learning algorithms.
These are very common in daily life where decisions are
taken by interlinked multiple criteria. In the proposed frame-
work, machine learning classifies a given sentiment by various
aspects and sentiment words, e.g., in a restaurant review,
reviewer likes the food but dislikes the service. The algo-
rithm classifies the review by sentiment words or phrases about
aspects.

Real-world hotel and restaurant reviews were col-
lected from travel websites for evaluating the effects of
dataset size, time, feature size, feature types and feature
weighted methods on the performance of the proposed
framework. The experiments show that aspect-based sen-
timent classification framework is very effective. Five
machine learning algorithms are evaluated and com-
pared. They are Naive Bayes Multinomial (NBM) [24],
Support Vector Machine (SVM) [25], Maximum
Entropy (ME) [26], Random Forest Tree (RFT) [27],
and Fuzzy Lattice Reasoning (FLR) [28]. These machine
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learning algorithms are also compared with other related
methods [7], [11], [18], [20]. Comparison results show
considerably improved performance by using the proposed
framework with 88.08% and 90.53% accuracy on restaurant
dataset and hotels dataset, respectively, with NBM. In addi-
tion, the proposed aspect-based sentiment mining framework
has been implemented as a mobile app. It allows users to
view tourist sentiments by aspects.

The rest of the paper is organized as follows. Section II
presents an overview of aspect-based sentiment mining.
Section III discusses aspect identification and classification
models. Section IV presents experimental results on real-world
datasets and comparative evaluation of the proposed frame-
work with related methods. Sections V and VI present the
mobile app and its analysis. Finally, Section VII concludes
the paper.

II. RELATED WORK

This section reviews related work of aspect-based sentiment
classification in the tourism domain. The two areas of focus
are: (1) Aspect Identification, and (2) Aspect-based Sentiment
Classification.

A. Aspect Extraction

In aspect-based sentiment classification, aspect identifica-
tion is the most important task. Existing methods come under
three main categories: rule based, seeds based, and topic mod-
els based [21]. Rule-based methods often rely on extraction
rules derived from importance, frequency, and appearance.
Marrese-Taylor et al. [8]-[9] propose a two-phase method that
first applies Part-Of-Speech Tagger on sentences, followed by
extraction of nouns as aspects. Hai et al. [10] use intrinsic
domain relevance (IDR) and extrinsic domain relevance (EDR)
score for tourism domain. Afzaal et al. [11] propose an
improved rule-based method using FURIA machine learn-
ing algorithm. However, FURIA does not build enough rules
to extract sufficient aspects, and infrequent aspects are not
extracted.

Seeds based methods identify aspects using the gram-
matical connection between seeds words with sentiment
words [12]-[13]. Bootstrapping has been applied to quantify
overlapping and dependency between seed word and review
words [14]. Zhu et al. [15] use bootstrapping to identify
important aspects. They consider two kinds of terms for
aspects distinguishing proof (1) Part-Of-Speech Tagger and (2)
N-Grams. Like rule-based methods, seeds-based techniques
lack the ability to identify infrequent aspects.

Topic model-based techniques assume that every sentiment
is a blend of different topics, and every point is a probabil-
ity distribution over various words, e.g., Wu and Ester [16]
assume that every sentiment about restaurant and hotel is
associated with an aspect, and they use added substance gen-
erative techniques to identify the aspects. Xianghua et al. [17]
apply a sliding window to identify the aspects from tourist
reviews, but the initial step of some of the aspects is inac-
curate. Xu et al. [18] apply Latent Dirichlet Allocation to
topic modeling, but the confinements of theme model-based
strategies administered by “co-event” (i.e. how regularly terms

co-occur in various settings) lead to numerous “non-particular”
and “immaterial” viewpoints being pulled and bunched.

The main limitations of the above methods are not remov-
ing irrelevant aspects and not managing co-referential aspects
issue in reviews. The latter means individuals utilize different
expressions to describe a similar aspect. Moreover, there are
aspects that do not show up straightforwardly in reviews but
rather the sign of the review to a specific aspect. For instance,
“food” is an implicit aspect in “The taste is great, too”.

B. Aspect-Based Sentiment Classification

Aspect-based sentiment classification attempts to determine
of the orientation of views of the given text in two or more
classes (good, bad or five stars) about aspects. Wang et al. [14]
use Latent Rating Regression (LRR) to organize relevant
words into one of the five different ratings on the rating
scale. Xu et al. [18] predict opinion about specific aspects
like “Staff”, “Food” and “Ambiance” using SVM on real
world datasets after preprocessing with NLP toolkit for sen-
tence segmentation and POS Tagger. Pontiki at el. [19]-[20]
use SVM with linear kernel (SV classifier) to perform binary
classification with results that indicate robustness and stabil-
ity. De Albornoz et al. [7] represent survey rating as Vector of
Feature Intensities (VFI) and used lodging audits to validate
their method. Afzaal et al. [11] propose a three-stage fuzzy
aspect-based classification method to classify sentiments into
positive and negative.

A limitation of supervised machine learning is that
the reviews data must be labeled to train the classifier.
Some data already come with labels assigned by reviewers.
Reviewer-labeled data can be noisy, with unwanted details like
self-introduction, previous stories, etc. that negatively affect
the classification. Otherwise, manual labeling, which is tedious
and expensive, is required.

III. PROPOSED FRAMEWORK

Fig. 1 presents an overview of the proposed frame-
work for aspect identification and classification. In Step 1
(Data Collection), tourist reviews about tourist places like
hotels and restaurants are collected from multiple social
media platforms and websites. Step 2 (Data Preprocessing),
suppresses noise and redundancy, and cleaned reviews are
transformed into sentences. Step 3 (Aspect Identification) finds
aspects from preprocessed datasets using a hybrid aspect iden-
tification method. Step 4 (Classification) uses machine learning
to classify the identified aspects into positive or negative
sentiment.

A. Data Collection

In data collection, reviews are collected from popular social
media websites using crawler and APIs. The datasets have
different numbers of reviews in each domain. In the restau-
rant domain, there are 2000 reviews with 1000 positive and
1000 negative. In the hotel domain, there are 4000 reviews
with 2000 positive and 2000 negative. London is chosen as
a city of interest in the case study.
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Fig. 1. Framework for aspect-based sentiment classification.

B. Data Preprocessing

Data preprocessing removes redundancy and ambiguity
inherit in the data and transforms the reviews into sentences to
facilitate sentence-level aspect-based classification. First, sen-
tences are extracted by identifying the delimiters (e.g., dot,
exclamation or question mark). Next, redundant information,
e.g., duplicate sentences, is removed. Finally, ambiguous,
vague or misspelled terms are corrected. The cleaned restau-
rant and hotel datasets contain 3787 and 7802 sentences,
respectively.

C. Aspects Identification

The objective of aspect identification method is to identify
aspects that are important and relevant to a tourist place. This

Algorithm 1 Hybrid Tree Based Aspect Identification
Input: Collection of sentences = {S1, S2, S3 . . . Sn}
Output: Aspects assigned to sentences
1. initialize aspects
2. for all sentences do
3. stanford tagger = SPOS (sentences)
4. if NN in stanford tagger then
5. aspects ← NN
6. end if
7. end for
8. initialize aspects groups
9. for all aspects do
10. WordNet_sets = WNSS (aspects)
11. if TRUE in WordNet sets then
12. aspects_groups ← aspects
13. end if
14. end for
15. frequent_aspects = freq_measure (aspects, aspects_groups, 10)
16. tree = DT (sentences, frequent aspects)
17. initialize aspect_assigned_sentences
18. for all sentences do
19. aspect_identification = tree (sentences)
20. if TRUE in aspect_identification then
21. aspect_assigned_sentences ← aspect identification
22. end if
23. end for
24. return aspect_assigned_sentences

Fig. 2. Decision tree for service aspect identification in restaurants data.

paper proposes a hybrid aspect identification method that can
identify both explicit and implicit aspects from reviews about
tourist places. Algorithm 1 below describes the workflow of
this approach. The algorithm takes all sentiment sentences as
input for aspect identification, and then processes the input
sentences and assigns relevant aspect to each sentence as
output.

Lines 1-7 of Algorithm 1 identify explicit aspects from
sentiment sentences. Stanford Part-Of-Speech Tagger [29] is
applied to each sentence to obtain a lexicon of POS tags
(Lines 2 and 3). Then, all POS tags are discarded except the
Noun (NN) and Noun Phrases to be used as explicit aspects
(Lines 4-6). Lines 8-14 group all co-referential aspects with
the same meaning or point to the same aspect (e.g., loca-
tion, place, and venue), and synonyms (e.g., atmosphere and
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Fig. 3. Decision tree for price aspect identification in hotels data.

environment) using WordNet [30]. Line 15 applies a rule
base to extract relevant aspects with >10 occurrences in
all sentences. At this stage, most sentences have assigned
explicit aspects. Next, for implicit aspects identification, deci-
sion trees are used for the restaurant and hotel domains as
shown in Figs. 2 and 3. Sentences are segmented into words
using Uni-Gram Tokenizer as input to the respective deci-
sion trees. Line 16 shows the use of words as condition and
assigned aspect as a class. Lines 17-23 then find the implicit
aspects from the decision trees. Finally, Line 24 returns all the
assigned aspects.

D. Aspect-Based Opinion Classification

The classification process consists of three basic stages.
First, sentences that have no sentiment about assigned aspect
are discarded. Second, features are extracted from sentiment
sentences using N-Grams and POS. Third, classifiers are
trained on the extracted features.

Discard Opinion Sentences: Many sentences in reviews
are irrelevant as they do not contain sentiment information,
e.g., “I ordered fish, chicken, and dessert.” Stanford Basic
Dependency [22] algorithm was applied to each review sen-
tence to find dependencies between sentiment words (adjec-
tive) and aspect. If an aspect does not have any dependency
with sentiment words, then it will be removed from the
sentences.

Feature Extraction: Four types of features are extracted
from each dataset. They are N-Grams (N = 1, 2, 3) and
POS tags, which are obtained in three steps. The first step
is tokenization, which for POS tags only verb, adverb, and
adjective are extracted from the dataset. Second, stop words
are removed. Finally, negation is correctly processed, e.g., “I
do not like rice” will form three bigrams: “I do+not,” “do+not
like,” “not+like rice.”

Classifier Training: A machine learning algorithm classifies
each aspect in a consumer review into positive or negative by
considering all aspects and their linkages to sentiment words.
For example, in a restaurant review, the tourist likes the food
but dislikes the service. The class of this review depends on the
sentiment words and phrases linked to aspects. When multiple
aspects are considered, the situation becomes more complex;
machine learning algorithms are very efficient and helpful. The

five popular machine learning algorithms that are considered
in this research are described below.

Naïve Byes Multinomial: Naïve Bayes classifiers are simple
probabilistic classifiers derived from an application of Bayes’
theorem but with strong independence assumptions between
the features. The independence assumptions mean that the
probability of observing features from f1 to fn, for a given class
c, can be computed as a simple product of the form [24]:

p( f1, . . . , fn|c) =
n∏

i=1

p( fi|c) (1)

This means that when a new example is classified using
Naive Bayes, it becomes simpler to work with posterior
probability of the form [24]:

p(c|f1, . . . , fn) ∝ p(c)p( f1|c) · · · p( fn|c) (2)

Although the independence assumptions rarely, if ever, hold
in practice, Naive Bayes classifiers have been found to per-
form well even for some complicated tasks. In addition, Naive
Bayes classifiers are scalable as they require a number of
parameters linear in the number of features. A logical exten-
sion of the Naïve Bayes model is Multinomial Naive Bayes,
which allows each feature distribution p( fi|c) to be a multino-
mial distribution. This method works well for easily countable
data like words in text.

Support Vector Machine: SVM attempts to separate
data points in a multidimensional feature space by defin-
ing decision boundaries with hyperplanes. Support vectors
are data points closest to a decision boundary in the feature
space. Although SVM can be used in multiclass classification
problems, it is fundamentally a binary classification method
in which an unseen document vector is assigned to one of
two classes separated by a hyperplane. Given a training set
with labeled pair (xi, yi), i = 1, 2, . . . where xi ∈ Rn and
y ∈ {1,−1}l, SVM entails an optimization problem of the
form [25]:

min
w,b,E

1

2
WTW + C

l∑

i

Ei

Subject to yi
(
wT∅(Xi)+ b

) ≥ 1− Ei,

Ei ≥ 0 (3)

where W contains weights assigned to features, E models
added error correction and C is a regularization parameter.
The optimization problem is one of minimizing 1

2 WTW +
CP

∑l
i=1 Ei, where value of yi(wT∅(Xi)+b) needs to be greater

than 1−Ei and E needs to approach zero. Training vector xi is
mapped to higher dimensional space by ∅. In the present con-
text, the written reviews must be converted to numeric vectors.
The vectors are then normalized to keep them in range between
0 and 1.

Maximum Entropy: This algorithm uses conditional distri-
bution constraints to model the training data’s characteristics.
The Maximum Entropy (ME) value is given by [26]:

PME(c|d) = 1

Z(d)
exp

(
∑

i

λi,cfi,c(d, c)

)
(4)

where PME(c|d) is the probability of document d being clas-
sified as class ‘c’, fi,c(d, c)) is the feature/class function for fi
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feature and c class, λi,c is the estimating parameter, and Z(d) is
a normalization factor. To classify unseen text, count of the
words is taken as a feature. The feature/class function can be
instantiated as [26]:

fi,c(d, c) =
{

0 if c �= c′
N(d,i)
N(d)

otherwise
(5)

where fi,c(d, c) contains the features in word-class combina-
tion of class c and document d, N(d,i) represents occurrence
of feature i in document d, and N(d) is the word count in d.
Thus, each word has its word-class pair and its associated
weight. If a word occurs frequently in a class, then that word
gets a higher weight of relevant word-class pair as compared
to others. The word-class pairs with the highest frequency are
used in classification.

Random Forest [27], [31]: Individual decision trees do not
generally give good classification performance because of high
variance, even though bias can be low. Bagging is often applied
to build multiple decision trees to reduce variance without
significantly affecting bias. Bagging trains each tree on a boot-
strap sample of training data; a majority vote of decision trees
is then used for making predictions to even out the variance.
Different from bagging, random forests do not use the full set
of features as candidates for splitting at each decision node.
Instead, only a randomly selected subset of features (typically
square root of the total number of features) is split at each
node of growing tree. This has an effect of further reducing
variance.

Fuzzy Lattice Reasoning: This method attempts to find
fuzzy lattice rules from the training data, and then use these
rules to classify unseen data [28]. Suppose U is the universal
set of data objects of all types. A fuzzy lattice is written as
<L, u>, where L is a lattice and u is its valuation function. The
lattice comprises many elements, and each element belongs to
a certain class ci, where each ci belongs to the set C. Each
fuzzy lattice rule is a couple <ui, ci> , where ui is an object
and ci is its related class that performs the function h : U−>C.
These couples are derived from the whole training set. When
a new object comes in the test set for which no rule is avail-
able in training set, then the existing rules compete to classify
it. The new object is assigned to one of the classes of set C
based on the inclusion measure parameter of the object.

IV. EVALUATION

This section presents experimental results of applying the
aspect-based sentiment classification framework to reviews
taken from popular tourist websites.

A. Aspects Identification

Both the restaurants and hotels datasets were used to mea-
sure the proportion of correctly identified aspects in each
dataset. The proposed aspects identification method correctly
identified 80% of the aspects in the restaurants dataset and
85% of the aspects in the hotels dataset. A breakdown of the
types of aspects found by the identifier is also of interest.
Fig. 4 shows a breakdown of the types of aspects found in the
restaurants and hotels datasets. In the restaurants dataset, the
most common aspects identified were explicit (frequent and
infrequent). They made up 60% of all identified aspects. The

(a)

(b)

Fig. 4. Correctly identified aspects. (a) On restaurants dataset. (b) On hotels
dataset.

TABLE I
CLASSIFIERS PERFORMANCE

second were implicit aspects with 23%, while co-referential
aspects made up 17% of all identified aspects. Similarly, in
the hotels dataset, explicit aspects (frequent and infrequent)
were most commonly found with 52%. Next were implicit
aspects with 32%, and co-referential aspects were again third
with 16%.

B. Aspect-Based Sentiment Classification

To measure the aspect-based sentiment classification
performance, each algorithm was evaluated on varied sizes
of the dataset, different feature weighting methods, and dif-
ferent feature types. The classification time on varied sizes of
datasets was also measured to gauge the relative latency of
each method. The results are shown in Table I and Figs. 5-9.
Table I shows aspect-based sentiment classification accuracy
of the five machine learning methods under evaluation. For
both datasets, the best performance was achieved using NBM;
it achieved 88.08% classification accuracy on the restaurants
dataset and 90.53% on the hotels dataset.

Figure 5 shows the ROC curves plotted based on the result
of aspect-based sentiment classification. It again shows that
NBM performed the best among the five machine learning
algorithms on both datasets. Fig. 6 shows the time taken
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(a)

(b)

Fig. 5. ROC curves. (a) On restaurants dataset. (b) On hotels dataset.

to predict labels of the reviews. NBM was the fastest on
both datasets and FLR was the slowest, highlighting the com-
plexity of the method associated with building and applying
fuzzy lattice rules. Fig. 7 shows how each of the four feature
types (Unigrams, Bigrams, Trigrams, and POS) affected the
aspect-based sentiment classification performance. It shows
that Unigrams and POS worked best with NBM on both
datasets. Fig. 8 shows how feature weighting methods, such as
Presence, TF, and TF-IDF, affected the aspect-based sentiment
classification performance. It shows that Presence worked best
with NMB on both datasets.

Figure 9 shows how different dataset sizes affected the
aspect-based sentiment classification performance. The restau-
rant reviews were split into four chunks of 500, 1000, 1500
and 2000, and the hotel reviews were split into four chunks of
1000, 2000, 3000 and 4000. Using NBM, the best results were
achieved using 1000 reviews chunk for the restaurants dataset,
whereas for the hotels dataset 4000 reviews chunk was best.

C. Comparative Evaluation

The novel machine learning framework was then com-
pared with existing methods in the tourism domain.
Table II and Table III present comparisons with respect
to aspects identification and aspect-based sentiment classi-
fication, respectively. The results show that the proposed
framework outperforms others in both tasks.

(a)

(b)

Fig. 6. Classifiers prediction time with different instance sizes. (a) On
restaurants dataset. (b) On hotels dataset.

(a)

(b)

Fig. 7. Classifiers performance with different feature types. (a) On restaurants
dataset. (b) On hotels dataset.

The proposed method excels in computational complexity
and performance. Logistic classification has low complexity
but performed poorly as shown in Table III. SVM performed
well but has high complexity. Similarly, although Afzaal et al.
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(a)

(b)

Fig. 8. Classifiers performance with different feature methods. (a) On
restaurants dataset. (b) On hotels dataset.

(a)

(b)

Fig. 9. Classifiers performance with different instance sizes. (a) On
restaurants dataset. (b) On hotels dataset.

achieved accurate results [11], it relied on highly complex
3-stage fuzzy classifiers. In contrast, Naïve Bayes has low
complexity (all it needs to do is to compute the frequency of

TABLE II
COMPARISON: ASPECTS IDENTIFICATION

TABLE III
COMPARISON: ASPECT-BASED SENTIMENT CLASSIFICATION

each feature value for each class), and the multinomial exten-
sion does not add much in complexity. At the same time, NBM
achieved superior results compared with others.

V. MOBILE APP IMPLEMENTATION

The proposed framework has been implemented as a mobile
app using open source technologies. The architecture of the
mobile app is presented in Figure 10. It is divided into two
sides, namely mobile side and server side, and services are
being used as a communication link to synchronize data among
both sides. Synchronization allows the transfer of data accord-
ing to user preferences to avoid storing large amounts of
unnecessary data on the mobile device. Mobile middleware is
the main processing unit where algorithms are implemented
for local aspect-based sentiment analysis by utilizing user’s
rich information that mobile phone already has. It is also
responsible for synchronization of data between local and
server storage. The advantage of this setup is that it does not
only optimize the consumer’s experience by providing useful
information in a timely manner but also can operate on this
information even when the mobile device is out of range or
disconnected.

The mobile app encompasses the situation in London, where
tourists use other tourist tools to find the best restaurants and
hotels in the city. The working of the mobile application is
presented in Fig. 11. Fig. 11(a) shows the location icons of
restaurants and hotels on London city map with distinct colors.
By clicking location icon of any restaurant or hotel, the app is
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Fig. 10. Mobile app architecture.

redirected to hotel or restaurant detail page. Fig. 11(b) shows
the hotel details page with hotel name, images, and corre-
sponding aspects list. The list shows the top eight aspects
plus a load more aspects button. By selecting any aspect,
the app is redirected to the aspect details page as shown
in Fig. 11(c).

Figure 11(c) shows useful information about the selected
aspect. A pie chart shows the percentages of positive and
negative sentiments about the room aspect. At the bottom of
this page, a line chart divides the sentiments into four peri-
ods (Mar-May, June-Aug, Sep-Nov, and Dec-Feb), and shows
the number of positive and negative sentiments in each period
about the room aspect. At the left side, the total page num-
ber of positive and negative sentiments is shown with a button
“click here to read sentiments.” By clicking on this button, the
application is redirected to sentiments detail page of the room
aspect as shown in Fig. 11(d). Tourists can read sentiments
regarding room aspect on this page. They can also apply the
filter if they only want negative or positive sentiments of this
aspect.

Figure 11(e) shows the interface for tourist organizations if
they want to analyze their own restaurants or hotels reviews.
They can upload unlabeled dataset in spreadsheet format and
make an analysis. By clicking on the “start analysis” button,
the mobile app automatically identifies aspects and classi-
fies sentiments into positive or negative using the proposed
framework. After completing the analysis, mobile app quickly
displays the results, which is near-instantaneous and therefore
suitable for consumer applications.

Figure 11(f) shows the settings screen that allows the user
to set the app according to their preferences. Two preferences
are introduced in this app such as “Tourist places and aspects-
based preference” and “location-based preference”. In tourist
places and aspects-based preference, users can select which
type of tourist places they want to view on the map and which
aspects they want to analyze. For example, if a user selects
hotels as tourist places and wants to analyze only price and
room aspects, the mobile app will display hotels on the map
and analysis of each hotel regarding selected aspects of price
and room. In location-based preference, users have the option

(a) (b)

(c) (d)

(e) (f)

Fig. 11. Mobile app user interfaces. (a) Selected locations. (b) Hotel details.
(c) Aspect details. (d) Sentiments page. (e) Analysis page. (f) Settings page.

to view only those tourist places that are near their current
location and they have control to set the area size in terms
of miles.
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TABLE IV
THE DEVICES USED IN THE EXPERIMENTS AND THEIR

CHARACTERISTICS

(a)

(b)

Fig. 12. Mobile app Analysis. (a) Device energy consumption using the app.
(b) App performance on different devices.

VI. APPLICATION ENERGY CONSUMPTION AND

PERFORMANCE ANALYSIS

This section presents an analysis of the mobile app in
terms of energy consumption and performance. The ideas
of mobile app analysis have come from different sources.
Oliveira et al. [32] proposed a method for comparing energy
consumption of different devices. Phan et al. [33] proposed
a benchmark for mobile app performance analysis. To achieve
diversity three devices were used in this analysis from different
manufacturers, years of manufacture, and with different RAM,
and CPU specifications as reported in Table IV. Manufactured
in 2015, Device 3 represents a legacy device that demon-
strate backward compatibility of the app. Fig. 12 (a) shows
the result of energy consumption while the mobile app is in
use on different devices.

The mobile app was run on each device for at least 20 min-
utes with fully charged battery to guarantee that the device
would never go into the battery-saving mode. No other apps
were active during the experiments. The experiment results
show that Device 1 consumed 102 milliampere hour (mAh)
energy in 20 minutes, which corresponds to 3.4% of the full
battery capacity. On the other hand, Devices 2 and 3 consumed

higher amounts of energy as compared to Device 1 (about
136 mAh on Device 2 and 141 mAh on Device 3). 20 minutes
was considered an upper bound of what users might use the
app continuously in any one setting. In practice, most usage
is completed within several minutes.

Furthermore, it is important to ensure that the mobile app’s
performance does not degrade and that it runs smoothly
on different vendors’ devices with different specifications.
Figure 12 (b) depicts the result of the mobile app’s
performance analysis in which response time of five different
functions is measured on each device. The results illustrate that
response time was slightly increased on Devices 2 and 3 as
compared to Device 1, but they still output the correct response
within 1500 ms maximum.

VII. CONCLUSION

This paper presented an aspect-based sentiment classifica-
tion framework that classifies opinions/reviews about aspects
into positive or negative. In this framework, a tree-based
aspects extraction method is proposed that extracts both
explicit and implicit aspects from tourist opinions. It extracts
frequent nouns and noun phrases from reviews text, and
then groups similar nouns using WordNet. Decision tree
is employed on reviews where review words are used as
internal nodes and extracted noun as leaf of a tree. Opinion-
less and irrelevant sentences are first removed by employing
Stanford Basic Dependency on each sentence. Next, features
are extracted from the remaining sentences with N-Grams and
POS Tags to train the classifiers. Lastly, machine learning
algorithms are applied to the extracted features to train the
classifiers. Once suitably trained, the learned model is used to
classify the sentiment about extracted aspects into positive or
negative.

Experiments have been conducted on real-world datasets
taken from restaurant and hotel reviews websites and
social media platforms to evaluate the proposed framework.
Comparative evaluations conducted showed that the proposed
framework outperformed existing methods used in the tourism
domain. Specifically, in the task of identification of aspects,
the proposed method correctly identified 80% of the rele-
vant aspects in the restaurants dataset and 85% in the hotels
dataset. In the aspect-based sentiment classification task, the
best results among the five machine learning algorithms eval-
uated were achieved with NBM. It correctly classified 88.08%
of the aspects on the restaurants dataset and achieved 90.53%
accuracy on and hotels dataset.

Finally, the proposed aspect-based sentiment mining frame-
work has been implemented as a mobile app for consumers.
The mobile app provides a user-friendly way to analyze tourist
sentiments by aspects. Using their smartphones, traveling con-
sumers can get useful and noise suppressed information to help
them make decisions when they visit any tourist place. Future
research will focus on scalability and speeding up the total
response time to further improve the user experience.
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