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PROCESS IMPROVEMENT AND  
PATIENT FLOW

Operations Management in Action

Cambridge Health Alliance Whidden Hospital in Ever-
ett, Massachusetts, is a safety net hospital whose 
emergency department (ED) was experiencing long 
waits, inefficient processes, and poor patient satisfac-
tion. Its leaders undertook two projects to improve 
patient flow: an ED facility expansion, and, two years 
later, a reorganization of patient flow and the estab-
lishment of a rapid assessment unit (RAU). 

In the period following the ED expansion, sig-
nificant negative trends were observed: decreasing 
Press Ganey patient satisfaction percentiles (–4.1 
percentile per quarter), increasing door-to-provider 
time (+4.9 minutes per quarter), increasing duration 
of stay (+13.2 minutes per quarter), and increasing 
percentage of patients leaving without being seen 
(+0.11 per quarter). 

After the RAU was established, significant 
immediate impacts were observed for door-to-
provider time (–25.8 minutes) and total duration of 
stay (–66.8 minutes). The trends for these indicators 
further suggested the improvements continued to 
be significant over time. Furthermore, the negative 
trends for the Press Ganey outcomes observed after 
ED expansion were significantly reversed and contin-
ued to move in the positive direction after the RAU. 
The major conclusion from the project team was that 
the impact of process improvement and RAU imple-
mentation is far greater than the impact of renovation 
and facility expansion. 

Source: Sayah et al. (2016).
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At the core of all organizations are their operating sys-

tems. Excellent organizations continuously measure, 

study, and make improvements to these systems. This 

chapter provides a methodology for measuring and 

improving systems using a select set of the tools pre-

sented in the preceding chapters.

The terminology associated with process 

improvement can be confusing. Typically, tasks com-

bine to form subprocesses, subprocesses combine 

to form processes, and processes combine to form 

a system. The boundaries of a particular system are 

defined by the activity of interest. For example, the 

boundaries of a supply chain system are more encom-

passing than those of a hospital system that is part of 

that supply chain. 

The term process improvement refers to 

improvement at any of these levels, from the task level 

to the systems level. This chapter focuses on process 

and systems improvement.

Process improvement follows the classic plan-

do-check-act (PDCA) cycle (chapter 9), with the follow-

ing, more specific, key steps:

• Plan: Define the entire process to be improved 

using process mapping. Collect and analyze 

appropriate data for each element of the process.

• Do: Use a process improvement tool(s) to 

improve the process.

• Check: Measure the results of the process 

improvement.

(continued)
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Problem Types

Continuous process improve-
ment is essential for organiza-
tions to meet the challenges 
of today’s healthcare environ-
ment. The theory of swift and 
even flow (TSEF) (Schmenner 
2001, 2004; Schmenner and 
Swink 1998) asserts that a pro-
cess is more productive as the 
stream of materials (custom-
ers or information) flows more 
swiftly and evenly. Productiv-
ity rises as the speed of flow 
through the process increases 
and the variability associated 
with that process decreases.

Note that these phenomena are not independent. Often, decreasing 
system variability increases flow, and increasing flow decreases variability. For 
example, advanced-access (same day) scheduling increases flow by decreas-
ing the elapsed time between when a patient schedules an appointment and 
when she has completed her visit with the provider. Applying this concept of 
interdependence to patient no-shows, advanced-access scheduling can decrease 
variability by decreasing the number of no-shows.

Solutions to many of the problems facing healthcare organizations can 
be found in increasing flow or decreasing variability. For example, a key oper-
ating challenge in most healthcare environments is the efficient movement of 
patients in a hospital or clinic, commonly called patient flow. Various approaches 
to process improvement can be illustrated using the patient flow problem. 
Optimizing patient flow through EDs has become a top priority of many 
hospitals; therefore, the Vincent Valley Hospital and Health System (VVH) 
example at the end of this chapter focuses on improving patient flow through 
that organization’s ED.

Another key issue facing healthcare organizations is the need to increase 
the level of quality and eliminate errors in systems and processes. In other words, 
variation must be decreased. Finally, increasing cost pressures result in the need 
for healthcare organizations to improve processes and do so while reducing costs.

The tools and techniques presented in this book are aimed at enabling 
cost-effective process improvement. Although this chapter focuses on patient 
flow and elimination of errors related to patient outcomes, the discussion is 
equally applicable to other types of flow problems (e.g., information, paperwork) 

OVE RVI EW (Continued)

• Act to hold the gains: If the process improvement 

results are satisfactory, hold the gains (chapter 15). 

If the results are not satisfactory, repeat the PDCA cycle.

This chapter discusses the types of problems 

or issues faced by healthcare organizations, reviews 

many of the operations tools discussed in earlier chap-

ters, and illustrates how these tools can be applied to 

process improvement. The relevant tools include the 

following:

• Basic process improvement tools

• Six Sigma and Lean tools

• Simulation software
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and other types of errors (e.g., billing). Some tools are more applicable to 
increasing flow and others to decreasing variation, eliminating errors, or improv-
ing quality, but all of the tools can be used for process improvement.

Patient Flow

Efficient patient movement in healthcare facilities can significantly improve the 
quality of care patients receive and substantially improve financial performance. 
A patient receiving timely diagnosis and treatment has a higher likelihood of 
obtaining a desired clinical outcome than a patient whose diagnosis and treat-
ment are delayed. Because most current payment systems are based on fixed 
payments per episode of treatment, a patient moving more quickly through a 
system tends to generate lower costs and, therefore, higher margins.

Patient flow optimization opportunities occur in many healthcare set-
tings. Examples include operating suites, imaging departments, urgent care 
centers, and immunization clinics. Advanced-access scheduling is a special case 
of patient flow and is examined in depth in chapter 12.

Poor patient flow has several causes; one culprit discovered by many 
investigators is variability of scheduled demand. For example, if an operating 
room is scheduled for a surgery but the procedure does not take place at the 
scheduled time, or it takes longer than scheduled to complete, the rest of the 
surgery schedule becomes delayed. These delays ripple through the entire 
hospital, including the ED.

As explained by Eugene Litvak, PhD (2003):

You have two patient flows competing for hospital beds—ICU or patient floor beds. 

The first flow is scheduled admissions. Most of them are surgical. The second flow 

is medical, usually patients through the emergency department. So when you have a 

peak in elective surgical demand, all of a sudden your resources are being consumed 

by those patients. You don’t have enough beds to accommodate medical demand.

If scheduled surgical demand varies unpredictably, the likelihood of 
inpatient overcrowding, ED backlogs, and ambulance diversions increases 
dramatically. 

A number of management solutions have been introduced to improve 
patient flow. Separating low-acuity patients into a unique treatment stream can 
reduce the time these patients spend in the ED and improve overall patient 
satisfaction (Rodi, Grau, and Orsini 2006). Other tools and methods that 
have been employed to improve flow once a patient is admitted to the hospital 
relate to the discharge process. These approaches include creating a uniform 
discharge time (e.g., 11:00 a.m.), writing discharge orders the night before 
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release, communicating discharge plans early in the patient’s care, centralizing 
oversight of census and patient movement, changing physician rounding times, 
alerting ancillary departments when their testing procedures are critical to a 
patient’s discharge, and improving discharge coordination with social services 
(Clark 2005).

Investments in health information technology (IT) can improve patient 
flow as well. Devaraj, Ow, and Kohli (2013) studied 576 US hospitals to 
investigate the relationship between IT and investments in smooth and even 
flow. Using risk-adjusted length of stay (LOS) as their measure of smooth and 
even flow, they found that IT investments were positively related to smooth 
and even flow (shorter LOS) at the .05 level of significance. 

They provide an example of how this result occurs (Devaraj, Ow, and 
Kohli 2013, page 190): 

When the patient record is complete, the discharge IT system prompts the attending 

physician to access the patient record from the cloud. After reviewing the record, the 

attending physician can digitally sign the record and issue orders to discharge the 

patient. Because the entire patient record resides in the cloud, the attending physician 

can complete the entire process through a mobile device and discharge the patient 

from anywhere. If a hospital automated the current process that requires attending 

physicians to physically come to the hospital, often the next day, in order to review 

and sign discharge orders, the LOS may not be significantly reduced. Therefore, it is 

important for hospital managers to understand such complementarities (e.g., TSEF) 

to ensure that IT is appropriately placed in the patient care “system.” 

For patient flow to be carefully managed and improved, the formal 
methods of process improvement outlined in the next section need to be 
widely employed.

Process Improvement Approaches

Process improvement projects can use a variety of approaches and tools. Typi-
cally, they begin with process mapping and measurement. Some simple tools 
can be initially applied to identify opportunities for improvements. Identifying 
and eliminating or alleviating bottlenecks in a system (theory of constraints) 
can quickly improve overall system performance. In addition, the Six Sigma 
tools described in chapter 9 can be used to reduce variability in process output, 
and the Lean tools discussed in chapter 10 can identify and eliminate waste. 
Finally, simulation (discussed later in this chapter) is a powerful tool that enables 
understanding and optimization of flow in a system.
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All major process improvement projects should use the formal project 
management methodology outlined in chapter 5. An important first step is to 
identify a system’s owner: For a system to be managed effectively over time, 
it must have a designated individual who monitors the system as it operates, 
collects performance data, and leads teams to improve the system.

Many systems in healthcare do not have an owner and, therefore, operate 
inefficiently. For example, a patient may enter an ED, be assessed by the triage 
nurse, move to the admitting department, take a chair in the waiting area, be 
moved to an exam room, be seen by a floor nurse, have his blood drawn, and 
finally be examined by a physician. From the patient’s point of view, this is one 
system, but these various hospital departments may be operating autonomously. 
System ownership problems can be remedied by multidepartment teams with 
one individual designated as the overall system or process owner.

Problem Definition and Process Mapping
Once the process owner is identified, the first step in improving a system is 
generally considered to be problem description and mapping of that pro-
cess. However, the team should first ensure that the correct problem is being 
addressed. Mind mapping or root-cause analysis should be employed to ensure 
that the problem is identified and framed correctly; much time and money can 
be wasted finding an optimal solution to a process that is not problematic.

For example, suppose a project team is given the task of improving cus-
tomer satisfaction with the ED. The team assumes that customer satisfaction 
is low because of high throughput time. It proceeds to optimize patient flow 
in the ED. Patient satisfaction does not improve.

Now, imagine that a second project team is assigned to improve customer 
satisfaction. It conducts an analysis of customer satisfaction, which reveals that 
customers are dissatisfied because of a lack of parking. The team solves the problem 
by following a different path than the first team because it has clearly understood 
and defined the issue, allowing team members to determine what process to map.

Processes can be described in a number of ways. The most common is 
the written procedure or protocol, typically constructed in the “directions” 
style. This type of process is sufficient for simple procedures—for example, 
“Turn right at Elm Street, go two blocks, and turn left at Vine Avenue.” Clearly 
written procedures are an important part of defining standardized work, as 
described in chapter 10.

However, when processes are linked to form systems, they become com-
plex. These linked processes benefit from process mapping because process maps

• provide a visual representation that allows process improvement 
through inspection,
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• enable branching in a process,
• provide the ability to assign and measure the resources in each task in a 

process, and
• are the basis for modeling the process via computer simulation software.

Chapter 6 provides an introduction to process mapping. To review, the 
steps in process mapping are as follows:

1. Assemble and train the team.
2. Determine the boundaries of the process (where it starts and ends) and 

the level of detail desired.
3. Brainstorm the major process tasks, and list them in order. (Sticky notes 

are often helpful here.)
4. Generate an initial process map (also called a flowchart). 
5. Draw the formal flowchart using standard symbols for process 

mapping.
6. Check the formal flowchart for accuracy by all relevant personnel.
7. Depending on the purpose of the flowchart, collect data needed or 

include additional information.

Process Mapping Example
A basic process map illustrating patient flow in VVH’s emergency department 
is displayed in exhibit 11.1.

Here, the patient arrives at the ED and is examined by the triage nurse. 
If the patient is very ill (high complexity level), she is immediately sent to the 
intensive care section of the ED. If not, she is sent to admitting and then to 
the routine care section of the ED. 

The simple process map shown in exhibit 11.1 ends with the routine 
care step. In actuality, other processes now begin, such as admission into an 
inpatient bed or discharge from the ED to home with a scheduled clinical 
follow-up. The VVH emergency department process improvement project is 
detailed at the end of this chapter.

Process Measurements
Once a process map is developed, relevant data are collected and analyzed. 
The situation at hand dictates which specific data and measures should be 
employed. Important measures and data for possible collection and analysis 
include the following:

• Capacity of a process is the maximum possible amount of output (goods 
or services) that a process or resource can produce or transform. 
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Capacity measures can be based on outputs or on the availability of 
inputs. The capacity of a series of tasks is determined by the lowest-
capacity task in the series.

• Capacity utilization is the proportion of capacity actually being used. It 
is measured as actual output divided by maximum possible output.

• Throughput time is the average time a unit spends in the process. 
Throughput time includes both processing time and waiting time and is 
determined by the critical (longest) path through the process.

• Throughput rate, sometimes referred to as drip rate, is the average 
number of units that can be processed per unit of time.

Triage–
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EXHIBIT 11.1 
VVH Emergency 
Department 
(ED) Patient 
Flow Process 
Map

Note: Created with Microsoft Visio.
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• Service time or cycle time is the time to process one unit. The cycle time 
of a process is equal to the longest task cycle time in that process. The 
probability distribution of service times may also be of interest.

• Idle time or wait time is the time a unit spends waiting to be processed.
• Arrival rate is the rate at which units arrive to the process. The 

probability distribution of arrival rates may also be of interest.
• Work-in-process, things-in-process, patients-in-process, or inventory 

describes the total number of units in the process.
• Setup time is the amount of time spent getting ready to process the next 

unit.
• Value-added time is the time a unit spends in the process where value is 

being added to the unit.
• Non-value-added time is the time a unit spends in the process where no 

value is being added. Wait time is non-value-added time.
• Number of defects or errors.

The art in process mapping is to provide enough detail to be able to 
measure overall system performance, determine areas for improvement, and 
measure the impact of these changes.

Tools for Process Improvement
Once a system has been mapped, several techniques can be considered for 
improving the process. These improvements should result in a reduction in 
the duration, cost, or waste in a system.

Eliminate Non-Value-Added Activities
The first step after a system has been mapped is to evaluate every element to 
ascertain whether each is necessary and provides value (to the customer or 
patient). If a system has been in place for a long period and has not been evalu-
ated through a formal process improvement project, elements of the system 
can likely be easily eliminated. This step is sometimes referred to as “harvesting 
the low-hanging fruit.”

Eliminate Duplicate Activities
Many processes in systems have been added on top of existing systems without 
formally evaluating the total system, frequently resulting in duplicate activities. 
The most infamous redundant process step in healthcare is asking patients 
repeatedly for their contact information. Duplicate activities increase both time 
and cost in a system and should be eliminated whenever possible.



Chapter  11:  Process Improvement  and Pat ient  F low 289

Combine Related Activities
Process improvement teams should examine both the process map and the 
activity and swim lane map. If a patient moves back and forth between depart-
ments, the movement should be reduced by combining these activities so he 
only needs to be in each department once.

Process in Parallel
Although a patient can only be in one place at one time, other aspects of her 
care can be completed simultaneously. For example, medication preparation, 
physician review of tests, and chart documentation can all be performed at the 
same time. As more tasks are executed simultaneously, the total time a patient 
spends in the process is reduced. Similar to a chef who has a number of dishes 
on the stove synchronized to be completed at the same time, much of the 
patient care process can be completed simultaneously.

Another element of parallel processing is the relationship of subpro-
cesses to the main flow. For example, a lab result may need to be obtained 
before a patient enters the operating suite. Many of these subprocesses can 
be synchronized through the analysis and use of takt time (chapter 10). This 
synchronization enables efficient process flow, thereby optimizing the process.

Balance Workloads
If similar workers perform the same task, a well-tuned system can be designed 
to balance the work among them. For example, a mass-immunization clinic 
should develop its system so that all immunization stations are active at all 
times. This aim can be accomplished by using a single queue that feeds into 
multiple immunization stations.

Load balancing (or load leveling, heijunka) is difficult when employ-
ees can only perform a limited set of specific tasks (a consequence of the 
superspecialization of the healthcare professions). Load balancing is easier in 
environments that feature cross-training of employees than in those that limit 
employee tasks to singular functions.

Develop Alternative Process Flow Paths and Contingency Plans
The number and placement of decision points in the process should be evalu-
ated and optimized. A system with few decision points has few alternative 
paths and, therefore, does not respond well to unexpected events. Alternative 
paths or contingency plans should be developed for these types of events. For 
example, a standard clinic patient rooming system should designate alternative 
paths for when an emergency occurs, a patient is late, a provider is delayed, or 
medical records are absent.
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Establish the Critical Path
For complex pathways in a system, identifying the critical pathway with tools 
described in chapter 5 can be helpful. If a critical path can be identified, execu-
tion of processes on the pathway can be improved (e.g., reduce average service 
time). In some cases, the process can be moved off the critical path and be 
performed in parallel to it. Either technique decreases the total time on the 
critical pathway. In the case of patient flow, moving this process off the critical 
pathway decreases the patient’s total time spent in the system.

Embed Information Feedback and Real-Time Control
Some systems have a high level of variability in their operations because they 
experience variability in the arrival of jobs or customers (patients) into the 
process and variability of the cycle time of each process in the system. High 
variability in the system can lead to poor performance. One tool to reduce 
variability is the control loop. Information can be obtained from one process 
and used to drive change in another. For example, the number of patients in 
the ED waiting area can be continuously monitored, and if it reaches a certain 
level, contingency plans—such as floating in additional staff from other por-
tions of the hospital—can be initiated.

Ensure Quality at the Source
Many systems contain multiple reviews, approvals, and inspections. A system 
in which the task is performed correctly the first time should not require these 
redundancies. Deming (1998) first identified this problem in the process design 
of manufacturing lines that had inspectors throughout the assembly process. 
This expensive and ineffective system was one of the factors that gave rise to 
the quality movement in Japan and, later, the United States.

Systems should be designed to embed quality at their source or beginning 
to eliminate inspections. For example, a billing system that requires a clerk to 
inspect a bill before it is released does not have quality built into the process. 

Match Capacity to Demand
A common problem in 24-hour healthcare operations is having too few or too 
many staff for patient care demand. This problem is exacerbated if an organiza-
tion only allows set shifts (e.g., eight hours).

To solve this problem, first graph and analyze demand on an hourly and 
daily basis. Then develop staffing patterns that match this demand. For example, 
a five-hour or seven-hour shift might be needed to correctly meet the demand.

Using the tools in chapter 7, you should be able to identify patterns of 
demand (e.g., high ED demand on Friday and Saturday evenings). Chapter 
12 also provides details on capacity planning.
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Let the Patient Do the Work
The Internet and other advanced information technologies have allowed for 
increased self-service in service industries. Individuals are now comfortable 
booking their own airline reservations, buying goods online, and checking 
themselves out at retailers. This trend can be exploited in healthcare with tools 
that enable patients to be part of the process. For example, online tools are now 
available that allow patients to make their own clinic appointments. Letting 
the patient do the work reduces the work of staff and provides an opportunity 
for quality at the source—the data are more likely to be correct if the patients 
input them than if a staff member does so.

Use Technology
The electronic health record and other IT tools provide a platform to automate 
many tasks that were once performed manually. A good rubric through which 
to identify these tasks is to examine every daily task and ask where it ranks in 
complexity on the basis of your professional training. For those tasks that are 
low on this list, consider ways to automate them.

Today, work is an activity—not a place. The widespread use of smart-
phones and tablets enables work to be performed outside the traditional work-
place. Consider moving some tasks to these devices to improve your personal 
productivity.

Apply the Theory of Constraints
Chapter 6 discusses the underlying principles and applications of the theory 
of constraints, which can be used as a powerful process improvement tool. 
First, the bottleneck in a system is identified, often through the observation 
of queues forming in front of it. Once a bottleneck is identified, it should be 
exploited and everything else in the system subordinated to it. Specifically, other 
nonbottleneck resources (or steps in the process) should be synchronized to 
match the output of the constraint. Idleness at a nonbottleneck resource costs 
nothing, and nonbottlenecks should never produce more than can be consumed 
by the bottleneck resource. Often, this synchronization causes the bottleneck 
to shift and a new bottleneck is identified. However, if the original bottleneck 
remains, the possibility of elevating the bottleneck needs to be considered. 
Elevating bottlenecks requires additional resources (e.g., staff, equipment), 
so a comprehensive financial and outcomes analysis needs to be undertaken 
to determine the trade-offs among process improvement, quality, and costs.

Identify Best Practices and Replicate
Although this tip does not describe a formal operations management tool, 
it must be mentioned as a highly recommended management approach. As 
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health systems expand, they are likely to have many similar activities replicated 
in separate geographic sites. Good management practice is to identify high-
performing sites (e.g., the best primary care clinic in a system) and replicate 
their core processes throughout the organization.

A similar approach can be taken with individual employees. For example, 
study the best billing clerk in a hospital to understand her processes and then 
replicate them with all the billers in a department.

The Science of Lines: Queuing Theory 

Although most people are familiar with waiting in line, few are familiar with, or 
even aware of, queuing theory, or the theory of waiting lines. Most people’s 
experience with waiting lines is when they are actually part of those lines, for 
example, when waiting to check out in a retail environment. In a manufactur-
ing environment, items wait in line to be worked on. In a service environment, 
customers wait for a service to be performed.

Queues, or lines, form because the resources needed to serve them 
(servers) are limited—deploying unlimited resources is economically unfeasible. 
Queuing theory is used to study systems to determine the best balance between 
service to customers (short or no waiting lines, implying many resources or 
servers) and economic considerations (few servers, implying long lines). A 
simple queuing system is illustrated in exhibit 11.2. 

Customers (often referred to as entities) arrive and either are served (if 
there is no line) or enter the queue (if others are waiting to be served). Once 
they are served, customers exit the system.

The customer population, or input source, can be either finite or infi-
nite. If the source is effectively infinite, the analysis of the system is easier than 
if it is finite because simplifying assumptions can be made.

The arrival process is characterized by the arrival pattern—the rate at 
which customers arrive (number of customers divided by unit of time)—or 
by the interarrival time (time between arrivals) and the distribution in time 
of those arrivals. The distribution of arrivals can be constant or variable. A 

Queuing theory 
The mathematical 
study of wait lines.

Customer
population,
input source

Buffer or queue

Server(s) Exit
Arrival

EXHIBIT 11.2 
Simple Queuing 

System
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constant arrival distribution has a fixed interarrival time. A variable, or random, 
arrival pattern is described by a probability distribution. The queue discipline 
is the method by which customers are selected from the queue to be served. 
Often, customers are served in the order in which they arrived—first come, 
first served. However, many other queue disciplines are possible, and choice 
of a particular discipline can greatly affect system performance. For example, 
choosing the customer whose service can be completed most quickly (shortest 
processing time) usually minimizes the average time customers spend waiting 
in line. This result is one reason urgent care centers are often located near an 
ED—urgent issues can usually be handled more quickly than true emergen-
cies can.

The service process is characterized by the number of servers and service 
time. Like arrivals, the distribution of service times can be constant or vari-
able. Often, the exponential distribution (M) is used to model variable service 
times, μ is the mean service rate, λ is the mean arrival rate, and ρ is capacity 
utilization. (An exponential distribution creates data points that simulate a 
purely random process.)

Queuing Notation
The type of queuing system is identified with a specific notation in the form 
of A/B/c/D/E. The A represents the interarrival time distribution, and B 
represents the service time distribution. A and B together are represented as 
either a deterministic or a constant rate. The c represents the number of serv-
ers, D is the maximum queue size, and E is the size of the input population. 
When both queue and input population are assumed to be infinite, D and E are 
typically omitted. An M/M/1 queuing system, therefore, has an exponential 
service time distribution, a single server, an infinite possible queue length, and 
an infinite input population; it assumes only one queue. An M/M/1 queue for 
VVH is used as an example throughout the remainder of the chapter.

Queuing Solutions
Analytic solutions for some simple queuing systems at equilibrium or steady 
state (after the system has been running for some time and is unchanging, often 
referred to as a stable system) have been determined; however, the derivation 
of these results is outside the scope of this text. Refer to Cooper (1981) for 
a complete derivation and results for many other types of queuing systems.

Here, we focus primarily on the M/M/1 queuing system by presenting 
the results for an M/M/1 queue where λ < μ—the arrival rate is less than the 
service rate. Note that if λ ≥ μ (customers arrive faster than they are served), 
the queue becomes infinitely long, the number of customers in the system 
becomes infinite, waiting time becomes infinite, and the server experiences 
100 percent capacity utilization (percentage of time the server is busy). The 

Queue discipline
In queuing theory, 
the method by 
which customers 
are selected from 
the queue to be 
served.
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following formulas can be used to determine some characteristics of the queu-
ing system at steady state. 

Capacity utilization: 

Wq =
( )

= = =
Meanarrival rate
Meanservice rate

1 Meaantime betweenarrivals
1/Meanservice timee
Meanservice time

Meantime betweenarriv
=

aals

Average waiting time in queue:

Wq =
( )

= = =
Meanarrival rate
Meanservice rate

1 Meaantime betweenarrivals
1/Meanservice timee
Meanservice time

Meantime betweenarriv
=

aals

Average time in the system (average waiting time in queue plus average service 
time): 

Lq = =
2

( )

W Ws q= =
1 1

= Arrival rate Time in  the systemL Wss = =

Average length of queue (average number in queue):

Lq = =
2

( )

W Ws q= =
1 1

= Arrival rate Time in  the systemL Wss = =Average total number of customers in the system:
Lq = =

2

( )

W Ws q= =
1 1

= Arrival rate Time in  the systemL Wss = =  = Arrival rate × Time in the system

This last result is called Little’s law and applies to all types of queuing 
systems and subsystems. To summarize this result in plain language, in a stable 
system or process, the number of things in the system is equal to the rate at 
which things arrive to the system multiplied by the time they spend in the 
system. In a stable system, the average rate at which things arrive to the system 
is equal to the average rate at which things leave the system. If this were not 
true, the system would not be stable.

Little’s law can also be restated using other terminology: 

Inventory (things in the system) = Arrival rate (or departure rate) × 
Throughput time (flow time)

Little’s law
The relationship 
between the arrival 
rate to a system, 
the time an item 
(e.g., a patient) 
spends in the 
system, and the 
number of items in 
a system.
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or

Throughput time = Inventory ÷ Arrival rate

Knowledge of two of the variables in Little’s law allows calculation of 
the third variable. Consider a clinic that serves 200 patients in an eight-hour 
day, or an average of 25 patients an hour. The average number of patients in 
the clinic (waiting room, exams rooms, etc.) is 15. Therefore, the average 
throughput time is

 T = I/λ

 = 

 = 0.6 hour,

where T is throughput time, λ is patients per hour, and I is number of patients. 
Hence, each patient spends an average of 36 minutes in the clinic.

Little’s law has important implications for process improvement and 
can be seen as the basis of many improvement techniques. Throughput time 
can be decreased by decreasing inventory or increasing departure rate. Lean 
initiatives often focus on decreasing throughput time (or increasing throughput 
rate) by decreasing inventory. The theory of constraints (chapter 6) focuses 
on identifying and eliminating system bottlenecks. The departure rate in any 
system is equal to 1 ÷ task cycle time of the slowest task in the system or 
process (the bottleneck). Decreasing the amount of time an object spends at 
the bottleneck task therefore increases the departure rate of the system and 
decreases throughput time.

Vincent Valley Hospital and Health System M/M/1 Queue
VVH began receiving complaints from patients related to crowded conditions 
in the waiting area for magnetic resonance imaging (MRI) procedures. The 
organization has determined a goal to average just one patient waiting in line 
for the MRI. It has collected data on arrival and service rates and sees that, 
for MRIs, the mean service rate (μ) is four patients per hour, exponentially 
distributed. VVH also finds that the mean arrival rate (λ) is three patients per 
hour. To find the capacity utilization of MRI (percentage of time the MRI is 
busy), VVH uses the following formula:

⁄
⁄

3
4

75% or
1
1

15 minutes
20 minutes

75%.ρ
λ
μ

ρ
μ
λ

= = = = = =

If one customer arrives every 20 minutes and assuming each MRI takes 15 
minutes to complete, the MRI is busy 75 percent of the time.

15 patients
25 patients/hour
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Next, VVH calculates patients’ average time waiting in line,

Ls = Ws = Arrival rate Time in the system =
3  Patients/Hour 1  Hour = 3  Patients

Ls = = =
3

4 3
3 patients

Ws = = =
1 1

4 3
1 hour.

Wq = = = =
( ) ( )

3
4 4 3

3
4

0.75 hour,

= = = = = =
3
4

75 1
1

1 5
2 0

% or Minutes
Minutes

775%

and average time spent in the system,

Ls = Ws = Arrival rate Time in the system =
3  Patients/Hour 1  Hour = 3  Patients

Ls = = =
3

4 3
3 patients

Ws = = =
1 1

4 3
1 hour.

Wq = = = =
( ) ( )

3
4 4 3

3
4

0.75 hour,

= = = = = =
3
4

75 1
1

1 5
2 0

% or Minutes
Minutes

775%

Finally, it determines average total number of patients in the system,

Ls = Ws = Arrival rate Time in the system =
3  Patients/Hour 1  Hour = 3  Patients

Ls = = =
3

4 3
3 patients

Ws = = =
1 1

4 3
1 hour.

Wq = = = =
( ) ( )

3
4 4 3

3
4

0.75 hour,

= = = = = =
3
4

75 1
1

1 5
2 0

% or Minutes
Minutes

775%

or

Ls = λWs = Arrival rate × Time in the system = 3 patients/hour × 1 hour = 3 patients,

and average number of patients in the waiting line, 

Lq = = =

= = =

3
3

3
3

1

3 3 3 9
3

2 2

2 2

2

( ) ( )
( )

=

=

9 0
4 8 5..

Lq = = =

= =

2 2

2

2

4 4
1

4 4 1 6 4
( ) ( )

( )
44 1 6 0

2 4 7.
=

= .

Lq = = =
2 3

4
3

4 3( )

= = =
3

4 4 3
9
4

2

( )
2 .2 5 patien ts.

To decrease the average number of patients waiting, VVH needs to 
decrease the utilization, ρ = λ ÷ μ, of the MRI process. In other words, the 
service rate must be increased or the arrival rate decreased. VVH may increase 
the service rate by making the MRI process more efficient so that the average 
time to perform the procedure is decreased and MRIs can be performed on 
a greater number of patients in an hour. Alternatively, the organization may 
decrease the arrival rate by scheduling fewer patients per hour.

To achieve its goal (assuming that the service rate is not increased), 
VVH needs to decrease the arrival rate to

Lq = = =

= = =

3
3

3
3

1

3 3 3 9
3

2 2

2 2

2

( ) ( )
( )

=

=

9 0
4 8 5..

Lq = = =

= =

2 2

2

2

4 4
1

4 4 1 6 4
( ) ( )

( )
44 1 6 0

2 4 7.
=

= .

Lq = = =
2 3

4
3

4 3( )

= = =
3

4 4 3
9
4

2

( )
2 .2 5 patien ts.

Alternatively (assuming that the arrival rate is not decreased), VVH may increase 
the service rate to
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Lq = = =

= = =
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3
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3 3 3 9
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= = =
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4 4 3
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4
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( )
2 .2 5 patien ts.

VVH may also implement some combination of decreasing arrival rate 
and increasing service rate. In all cases, utilization of the MRI will be reduced 
to ρ = λ ÷ μ = 2.47 ÷ 4.00, or 3.00 ÷ 4.85 = 0.62.

Real systems are seldom as simple as an M/M/1 queuing system and 
rarely reach equilibrium. Often, simulation is needed to study these more 
complicated systems.

Discrete Event Simulation
Discrete event simulation (DES) is typically performed using commercially 
available software packages. As with Monte Carlo simulation, performing DES 
by hand is an option, albeit a tedious one. Two popular simulation software 
packages are Arena (Rockwell Automation 2016) and Simul8 (Simul8 Cor-
poration 2016).

The terminology and general logic of DES are built on queuing theory. 
A basic simulation model consists of entities, queues, and resources, all of 
which can have various attributes. Entities are the objects that flow through the 
system; in healthcare, entities typically are patients, but they can be any object 
on which some service or task will be performed. For example, blood samples 
in the hematology lab are entities. Queues are the waiting lines that hold the 
entities while they await service. Resources (previously referred to as servers) 
can be people, equipment, or space for which entities compete.

The specific operation of a simulation model is based on states (variables 
that describe the system at a point in time) and events (variables that change 
the state of the system). Events are controlled by the simulation executive, and 
data are collected on the state of the system as events occur. The simulation 
jumps through time from event to event.

A simple example from the Vincent Valley Hospital and Health System 
M/M/1 MRI queuing discussion helps show the logic behind DES software. 
Exhibit 11.3 contains a list of the events as they happen in the simulation. The 
arrival rate is three patients per hour, and the service rate is four patients per 
hour. Random interarrival times are generated using an exponential distribu-
tion with a mean of 0.33 hours. Random service times are generated using an 
exponential distribution with a mean of 0.25 hours (shown at the bottom of 
exhibit 11.10 later in this chapter).
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The simulation starts at time 0.00. The first event is the arrival of the 
first patient (entity); there is no line (queue), so this patient enters service. 
Upcoming events are the arrival of the next patient at 0.17 hours (the interar-
rival between patients 1 and 2 is 0.17 hours) and the completion of the first 
patient’s service at 0.21 hours.

The next event is the arrival of patient 2 at 0.17 hours. Because the 
MRI on patient 1 is not complete, patient 2 enters the queue. The MRI has 
been busy since the start of the simulation, so the utilization of the MRI is 100 
percent. Upcoming events are the completion of the first patient’s service at 
0.21 hours and the arrival of patient 3 at 0.54 hours (the interarrival between 
patients 2 and 3 is 0.37 hours).

When the first patient’s MRI is completed at 0.21 hours, no one is 
waiting in the queue because once patient 1 has completed service, patient 2 
can enter service. The total waiting time in the queue for all patients is 0.04 
hours (the difference between when patient 2 entered the queue and entered 
service). The average queue length is 0.19 patients. No people were in line for 
0.17 hours, and one person was in line for 0.04 hours:

                    
 = 0.19 people.

Upcoming events are the arrival of patient 3 at 0.54 hours and the departure 
of patient 2 at 0.77 hours (patient 2 entered service at 0.21 hours, and service 
takes 0.56 hours).

Patient 3 arrives at 0.54 hours and joins the queue because the MRI 
is still busy with patient 2. The average queue length has decreased from the 
previous event because more time has passed with no one in the queue—only 
one person has been in the queue for 0.04 hours, but total time in the simula-
tion is 0.54 hours. Upcoming events are the departure of patient 2 at 0.77 
hours and the arrival of patient 4 at 0.90 hours.

Patient 2 departs at 0.77 hours. No one is waiting in the queue at this 
point because patient 3 has entered service. Two people have departed the 
system. The total wait time in the queue for all patients is 0.04 hours for patient 
2 plus 0.17 hours for patient 3 (0.77 hours − 0.54 hours) for a total of 0.21 
hours. The average queue length is

                    
 = 0.35 people.

The MRI utilization is still at 100 percent because the MRI has been busy 
constantly since the start of the simulation. Upcoming events are the departure 

0 people × 0.17 hours + 1 person × 0.04 hours
0.21 hours

0 people × 0.50 hours + 1 person × 0.21 hours
0.77 hours
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of patient 3 at 0.79 hours (patient 3 arrived at 0.54 hours, and service takes 
0.25 hours) and the arrival of patient 4 at 0.90 hours.

Patient 3 departs at 0.79 hours. Because no patients are waiting for the 
MRI, it becomes idle. Upcoming events are the arrival of patient 4 at 0.90 
hours and the departure of patient 4 at 1.27 hours.

With patient 4 arriving at 0.90 hours and entering service, the utilization 
of the MRI has decreased to 88 percent because it was idle for 0.11 hours of 
the 0.90 hours the simulation has run. Upcoming events are the departure of 
patient 4 at 1.27 hours and the arrival of patient 5 at 1.49 hours. The simula-
tion continues in this manner until the desired stop time is reached.

Even for this simple model, performing these calculations by hand takes 
a long time. Additionally, an advantage of simulation is that it uses process map-
ping; many simulation software packages are able to import and use Microsoft 
Visio process and value stream maps. DES software allows process improvement 
teams to build, run, and analyze simple models in limited time; Arena software 
was used to build and simulate the present model (exhibit 11.4).

As before, the arrival rate is three patients per hour, the service rate is 
four patients per hour, and both rates are exponentially distributed. Averages 
over time for queue length, wait time, and utilization for a single replication are 

SCANNER

AVERAGE NUMBER IN QUEUE AVERAGE WAIT IN QUEUE AND SYSTEM

3.0

0.0

2.0

0.0

1.0

0.0

0.0020.0
0.0020.0

0.0020.0

MRI UTILIZATION

Patient
demand MRI exam Exit

9   8    51   9   5 2

03 : 57 : 26

Note: Created with Arena simulation software. M = exponential distribution; MRI = magnetic  
resonance imaging.

EXHIBIT 11.4 
Arena 

Simulation 
of VVH MRI 

M/M/1 Queuing 
Example
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shown in the plots in exhibit 11.12 later in the chapter. Each of 30 replications 
of the simulation is run for 200 hours. Replications are needed to determine 
confidence intervals for the reported values. Some of the output from this 
simulation is shown in exhibit 11.5. The sample mean plus or minus the half-
width gives the 95 percent confidence interval for the mean. Increasing the 
number of replications reduces the half-width. The results of this simulation 
agree fairly closely with the calculated steady-state results because the process 
was assumed to run continuously for a significant period, 200 hours. A more 
realistic assumption might be that MRI procedures are only performed ten 
hours every day. The Arena simulation was rerun with this assumption, and 
the results are shown in exhibit 11.6. The average wait times, queue length, 
and utilization are lower than the steady-state values.

Category Overview
July 26, 20118:22:36 AM

Values across all replications

MRI Example

Replications: 30 Time unit: Hours

Key Performance Indicators

Average
601

System
Number out

Entity

Time

Patient

Patient

Total
Time

Average
Half-

Width
Wait
Time

Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

0.7241

0.9734

0.08

0.08

0.5009

0.7427

1.3496 0.00 7.3900

1.6174 0.00001961 7.4140

2.1944 0.25 1.4326 4.2851 0.00 29.0000

0.7488 0.01 0.6767 0.8513 0.00 1.0000

Usage

Instantaneous
Utilization

Number
Waiting
MRI exam queue

Resource

MRI

Arrival rate = 3 patients/hour; service rate = 4 patients/hour.

Queue

Other

Note: Created with Arena simulation software. M = exponential distribution; MRI = magnetic  
resonance imaging.

EXHIBIT 11.5
Arena Output 
for VVH MRI 
M/M/1 Queuing 
Example: 200 
Hours
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Vincent Valley Hospital and Health System M/M/1 Queue
VVH has determined that a steady-state analysis is not appropriate for its situa-
tion because MRIs are only offered ten hours a day. The process improvement 
team assigned to this system decides to analyze the situation using simulation. 
Once the model is built and run, the model and simulation results are com-
pared with actual data and evaluated by relevant staff to ensure that the model 
accurately reflects reality. All staff agree that the model is valid and can be used 
to determine how to achieve the stated goal. If the model had not been con-
sidered valid, the team would have needed to build and validate a new model.

The results of the simulation (refer to exhibit 11.14 later in the chapter) 
indicate that VVH has an average of 1.5 patients in the queue. To reach the 
desired goal of only one patient waiting on average, VVH needs to decrease the 
arrival rate or increase the service rate. Using trial and error in the simulation, 

Category Overview
July 26, 201112:19:03 PM

Values across all replications

MRI Example

Replications: 30 Time unit: Hours

Key Performance Indicators

Average
28

System
Number out

Entity

Time

Patient

Patient

Total
Time

Average
Half-

Width
Wait
Time

Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

0.4778

0.7304

0.15

0.16

0.02803444

0.2407

1.4312 0.00 2.9818

1.7611 0.00082680 3.3129

1.5265 0.46 0.2219 4.5799 0.00 10.0000

0.7167 0.05 0.4088 0.9780 0.00 1.0000

Usage

Instantaneous
Utilization

Number
Waiting
MRI exam queue

Resource

MRI

Arrival rate = 3 patients/hour; service rate = 4 patients/hour.

Queue

Other

Note: Created with Arena simulation software. M = exponential distribution; MRI = magnetic  
resonance imaging.

EXHIBIT 11.6
Arena Output 

for VVH MRI 
M/M/1 Queuing 

Example: 10 
Hours
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the organization finds that decreasing the arrival rate to 2.7 or increasing the 
service rate to 4.4 will allow the goal to be achieved.

However, even using the improvement tools in this text, the team 
believes that the organization will only be able to increase the service rate of 
the MRI to 4.2 patients per hour. Therefore, to reach the goal, the arrival rate 
must also be decreased. Again using the simulation, VVH finds that it needs 
to decrease the arrival rate to 2.8 patients per hour. Exhibit 11.7 shows the 
results of this simulation.

The team recommends that (1) a kaizen event be held for the MRI 
process to increase service rate and (2) appointments for the MRI be reduced 
to decrease the arrival rate. However, the team also notes that implementing 
these changes will reduce the average number of patients served from 28 to 
26 and reduce the utilization of the MRI from 0.72 to 0.69. More positively, 
average patient wait time will be reduced from 0.48 hours to 0.35 hours.

Category Overview
July 26, 20118:24:44 AM

Values across all replications

MRI Example

Replications: 30 Time unit: Hours

Key Performance Indicators

Average
26

System
Number out

Entity

Patient

Patient

Total
Time

Average
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Width
Wait
Time
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Average 
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Value

Maximum
Average 
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Value

Average
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Average 
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Average 
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Average
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Width
Minimum
Average 

Minimum
Value

Maximum
Average 

Maximum
Value

Average
Half-

Width
Minimum
Average 
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Value
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Average 

Maximum
Value

0.3507

0.6008

0.12

0.14

0.02449931

0.1899

1.4202 0.00 3.4973

1.7825 0.00097591 4.2210

1.0342 0.36 0.0928 4.2272 0.00 9.0000

0.6682 0.06 0.3314 0.9456 0.00 1.0000

Usage

Instantaneous
Utilization

Number
Waiting
MRI exam queue

Resource

MRI

Arrival rate = 2.8 patients/hour; service rate = 4.2 patients/hour; 10 hours simulated.

Queue

Other

EXHIBIT 11.7
Arena Output 
for VVH MRI 
M/M/1 Queuing 
Example: 
Decreased 
Arrival Rate, 
Increased 
Service Rate

Note: Created with Arena simulation software. M = exponential distribution; MRI = magnetic  
resonance imaging.
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VVH is able to increase the service rate to 4.2 patients per hour and 
decrease the arrival rate to 2.8 patients per hour, and the results are as predicted 
by the simulation. The team now begins to investigate other solutions enabling 
VVH to increase MRI utilization while maintaining wait times and queue length.

Simulation and Queuing Theory Findings
Simulation is a powerful tool for modeling processes and systems to evaluate 
choices and opportunities. As is true of all of the tools and techniques presented 
in this text, simulation can be used in conjunction with other initiatives, such as 
Lean or Six Sigma, to enable continuous improvement of systems and processes.

In a series of studies, queuing theory has been used to analyze flow of 
EDs and operating rooms (Butterfield 2007; McManus et al. 2004). In many 
instances, surgical suites more than doubled the number of surgeries they are able 
to complete in a short time. Because surgeries are a prime source of revenue and 
margin for most hospitals, this improvement makes the hospital more profitable.

Process Improvement in Practice

In this section, we review methods and tools that, in addition to simulation, are 
key approaches to process improvement, and we apply them to an emergency 
department scenario at VVH.

Review of Methodologies
Six Sigma
If the primary goal of a process improvement project is to improve quality 
(reduce the variability in outcomes), the Six Sigma approach and tools described 
in chapter 9 yield the best results. As discussed previously, Six Sigma uses 
seven basic tools: fishbone diagrams, check sheets, histograms, Pareto charts, 
flowcharts, scatter plots, and run charts. It also includes statistical process 
control to provide an ongoing measurement of process output characteristics 
to ensure quality and enable the identification of a problem situation before 
an error occurs.

The Six Sigma approach also includes measuring process capability—
whether a process is capable of producing the desired output—and benchmark-
ing it against other similar processes in other organizations. Quality function 
deployment is used to match customer requirements (voice of the customer) 
with process capabilities given that trade-offs must be made. Poka-yoke is 
employed selectively to mistake-proof parts of a process.

A primary function of Six Sigma programs is to eliminate sources of 
artificial variance in processes and systems. Natural variance occurs in any 
system, such as heat, temperature, and patients getting sick or breaking a leg. 
Artificial variance is created by the people in the system and is completely 
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in their control. Six Sigma programs identify and eliminate those sources of 
artificial variance. For example, scheduling systems, overtime allocations, and 
business office processing systems can all be changed by people in the system. 
The secret to a successful Six Sigma program is removing all the artificial vari-
ance and focusing on creating value for customers. Effective Six Sigma systems 
strategically employ Lean concepts to achieve this goal.

Lean
Process improvement projects focused on eliminating waste and improving flow 
in the system or process can use many of the tools that are part of the Lean 
approach (chapter 10). The kaizen philosophy, which is the basis for Lean, 
includes the following steps:

1. Specify value. Identify activities that provide value from the customer’s 
perspective.

2. Map and improve the value stream. Determine the sequence of activities 
or the current state of the process and the desired future state. 
Eliminate non-value-added steps and other waste.

3. Enable flow. Allow the process to flow as smoothly and quickly as 
possible.

4. Enable pull. Allow the customer to pull products or services.
5. Perfect. Repeat the cycle to ensure a focus on continuous 

improvement.

An important part of Lean is value stream mapping, which is used to 
define the process and determine where waste is occurring. Takt time measures 
the time needed for the process to occur. It is based on customer demand and 
can be used to synchronize flow in a process. Standardized work, an important 
part of the Lean approach, is written documentation of the precise way in which 
every step in a process should be performed and helps ensure that activities are 
completed the same way every time in an efficient manner.

Other Lean tools include the five Ss (a technique to organize the work-
place) and spaghetti diagrams (a mapping technique to show the movement of 
customers, patients, workers, equipment, jobs, etc.). Leveling workload (hei-
junka) so that the system or process flows without interruption can be used to 
improve the value stream. Kaizen blitzes or events are Lean tools used to improve 
the process quickly when project management is not needed (chapter 10).

Process Improvement Project: Vincent Valley Hospital and Health 
System Emergency Department
To demonstrate the power of many of the process improvement tools described 
in this book, an extensive patient flow process improvement project at VVH 
is examined.
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VVH has identified patient flow in the ED as an important area on which 
to focus process improvement efforts. The goal of the project is to reduce total 
patient time in the ED (both waiting and care delivery) while maintaining or 
improving financial performance.

The first step for VVH leadership is to charter a multidepartmental team 
using the project management methods described in chapter 5. The head nurse 
for emergency services has been appointed project leader. The team feels VVH 
should take a number of steps to improve patient flow in the ED and splits the 
systems improvement project into three major phases. First, team members 
will perform simple data collection and basic process improvement to identify 
low-hanging fruit and make obvious, straightforward changes.

Once the team feels comfortable with its understanding of the basics of 
patient flow in the department, it will work to understand the elements of the 
system more fully by collecting detailed data. Then, value stream mapping and 
the theory of constraints will be used to identify opportunities for improve-
ment. Root-cause analysis will be employed on poorly performing processes 
and tasks; resulting changes will be adopted and their effects measured.

The third phase of the project will be the use of simulation. Because the 
team, by this stage in the improvement effort, will have complete knowledge 
of patient flow in the system, it will be able to develop and test a simulation 
model with confidence. Once the simulation is validated, the team will con-
tinuously test process improvements in the simulation model and implement 
them in the ED.

The specific high-level tasks in this project are as follows.

Phase I

1. Observe patient flow and develop a detailed process map.
2. Measure high-level patient flow metrics for one week:

• Patients arriving per hour
• Patients departing per hour to inpatient
• Patients departing per hour to home
• Number of patients in the ED, including the waiting area and exam 

rooms
3. With the process map and data in hand, use simple process 

improvement techniques to make changes in the process, then measure 
the results.

Phase II
4. Set up a measurement system for each individual process, and take 

measurements over one week.
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5. Use value stream mapping and the theory of constraints to analyze 
patient flow and make improvements, then measure the effects of the 
changes.

Phase III
6. Collect data needed to build a realistic simulation model.
7. Develop the simulation model and validate it against real data.
8. Use the simulation model to conduct virtual experiments on process 

improvements. Implement promising improvements, and measure the 
results of the changes.

Phase I
VVH process improvement project team members observe patient flow and 
record the needed data. With the information collected, the team creates a 
detailed process map. Team members measure the following high-level operat-
ing statistics related to patient flow:

• Patients arriving per hour = 10
• Patients departing per hour to inpatient = 2
• Patients triaged to routine emergency care per hour = 8
• Patients departing per hour to home = 8
• Average number of patients in various parts of the system (sampled 

every 10 minutes) = 20
• Average number of patients in ED exam rooms = 4

Using Little’s law, the average time in the ED (throughput time) is 
calculated as

 Throughput time = T
 = I/λ

 = 

 = 3 hours.

Hence, each patient spends an average of 3 hours, or 180 minutes, in the ED. 
However, Little’s law only gives the average time in the department 

at steady state. Therefore, the team measures total time in the system for a 
sample of routine patients and determines an average of 165 minutes. It also 
observes that the number of patients in the waiting room varies from 0 to 
20 and the actual time to move through the process varies from one hour to 
more than five hours.

24 patients
8 patients/hour
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Initially, the team focuses on the ED admitting subsystem as an opportu-
nity for immediate improvement. Exhibit 11.8 shows the complete ED system, 
with the admitting subsystem highlighted.

The team develops the following description of the admitting process 
from its documentation of patient flow:

Patients who did not have an acute clinical problem were asked if they had health 

insurance. If they did not have health insurance, they were sent to the admitting clerk 

who specializes in Medicaid (to enroll them in a Medicaid program). If they had health 

insurance, they were sent to the other clerk, who specializes in private insurance. If 

a patient had been sent to the wrong clerk by triage, he was sent to the other clerk.

Triage–
financial

Routine
ED care

End

Patient
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at the ED

Intensive
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Triage–
clinical

Complexity
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High

Waiting
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Admitting
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insurance
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No

Yes
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Note: Created with Microsoft Visio.
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The team determines that one process improvement change could be 
to cross-train the admitting clerks on both private insurance and Medicaid 
eligibility. This training would provide for load balancing, as patients would 
automatically go to the free clerk. In addition, this system improvement would 
eliminate triage staff errors in sending patients to the wrong clerk, hence pro-
viding quality at the source.

Phase II
Phase I produced some gains in reducing patient time in the ED. However, 
the team feels more detailed data are needed to improve further. As a first step 
in collecting these data, the team measures various parameters of the depart-
ment’s processes. Initially, it focuses on the period from 2:00 p.m. to 2:00 a.m., 
Monday through Thursday, as this is the busy period in the ED and demand 
seems relatively stable during these times.

The team draws a more detailed process map (exhibit 11.9) and performs 
value stream mapping of this process (exhibit 11.10). First, team members 
evaluate each step in the process to determine if it is value-added, non-value-
added, or non-value-added but necessary. Then, they measure the time a patient 
spends at each step in the process. The team finds that after a patient has given 
his insurance information, he spends an average of 30 minutes of non-value-
added time in the waiting room before a nurse is available to take his history 
and record the presenting complaint, a process that takes an average of 20 
minutes to complete. The percentage of value-added time for these two steps is

(Value-added time ÷ Total time) × 100 = [20 minutes ÷  
(30 minutes + 20 minutes)] × 100 = 40%.

The team believes the waiting room process can be improved through 
automation. Patients are handed a tablet personal computer in the waiting area 
and asked to enter their symptoms and history via a series of branched questions. 
The results are sent via a wireless network to VVH’s electronic health record 
(EHR). This step takes patients an average of 20 minutes to complete. Staff 
know which patients have completed the electronic interview by checking the 
EHR and can prioritize which patient is to be seen next. This new procedure 
also reduces the time the nurse spends with the patient to 10 minutes because 
it enables the nurse to verify, rather than record, presenting symptoms and 
patient history. The percentage of value-added time for the new procedure is

(Value-added time ÷ Total time) × 100 
= [(Patient history time + Nurse history time) ÷ (Patient history time  

+ Wait time 
+ Nurse history time)] × 100 

= [(20 minutes + 10 minutes) ÷ (20 minutes + 10 minutes + 10 minutes)] × 100 
= 75%.
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The average throughput time for a patient in the ED is reduced by 
10 minutes. The average time for patients to flow through the department 
(throughput time) prior to this improvement was 155 minutes. Because this 
step is on the critical path of the complete routine care ED process, throughput 
time for noncomplex patients is reduced to 145 minutes, a 7 percent produc-
tivity gain. An analyst from the VVH finance department (a member of the 
project team) is able to demonstrate that the capital and software costs for the 
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tablet computers will be recovered within 12 months by the improvement in 
patient flow. 

This phase of the project used three of the basic process improvement 
tools discussed in this chapter:

• Have the customer (patient) do it.
• Provide quality at the source.
• Gain information feedback and real-time control.

Although the process improvements already undertaken have had a 
visible impact on flow in the ED, the team believes more improvements are 
possible. Bottlenecks plague the process, as evidenced by two waiting lines, or 
queues: (1) the waiting room queue, where patients wait before being moved 
to an exam room, and (2) the most visible queue for routine patients, the 
discharge area, where patients occasionally must stand because all of the area’s 
chairs are occupied. In the discharge area, patients wait a significant amount 
of time for final instructions and prescriptions.

The theory of constraints suggests that the bottleneck be identified 
and optimized. However, alleviating or eliminating the patient examination 
and treatment or discharge bottlenecks would require significant changes in a 
long-standing process. Because this process improvement step seems to have 
the probability of a high payoff but would be a significant departure from 
existing practice, the team moves to phase III of the project and uses simula-
tion to model different options to improve patient flow in the examination/
treatment and discharge processes.
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Phase III
First, the team reviews the basic terminology of simulation.

• An entity is what flows through a system. Here, the entity is the patient. 
However, in other systems, the entity can be materials (e.g., blood 
sample, drug) or information (e.g., diagnosis, billing code). Entities 
usually have attributes that affect their flow through the system (e.g., 
male/female, acute/chronic condition).

• Each individual process in the system transforms (adds value to) 
the entity being processed. Each process takes time and consumes 
resources, such as staff, equipment, supplies, and information.

• Time and resource use can be defined as an exact value (e.g., ten 
minutes) or a probability distribution (e.g., normal—mean, standard 
deviation). Most healthcare tasks and processes do not require the 
same amount of time each time they are performed—they require a 
variable amount of time. These variable usage rates are best described as 
probability distributions. (Chapter 7 discusses probability distributions 
in detail.)

• The geographic location of a process is called a station. Entities flow 
from one process to the next via routes. The routes can branch out on 
the basis of decision points in the process map.

• Finally, because a process may not be able to handle all incoming 
entities in a timely fashion, queues occur at each process and can be 
measured and modeled.

The team next develops a process map and simulation model for routine 
patient flow (exhibit 11.11) in the ED using Arena simulation software (see the 
companion website for links to videos detailing this model and its operation). 
The team focuses on routine patients rather than those requiring intensive 
emergency care because of the high proportion of routine patients seen in 
the department. Routine patients are checked in and their self-recorded his-

tory and presenting complaint(s) verified by a nurse. 
Then, patients move to an exam/treatment room and, 
finally, to the discharge area. Of the ten patients who 
arrive at the ED per hour, eight follow this process.

Next, to build a simulation model that accurately reflects this process, 
the team needs to determine the probability distributions of treatment time, 
admitting time, nurse history time, discharge time, and arrival rate for routine 
patients. To determine these probability distributions, team members collect 
data on time of arrival in the department and time to perform each step in the 
routine patient care process.

On the web at 
ache.org/books/OpsManagement3
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Probability distributions are determined using the input analyzer func-
tion in Arena. Input Analyzer takes raw input data and finds the best-fitting 
probability distribution for them. Exhibit 11.12 shows the output of Input 
Analyzer for 500 observations of treatment time for ED patients requiring 
routine care. Input Analyzer suggests that the best-fitting probability distribu-
tion for these data is triangular, with a minimum of 9 minutes, mode of 33 
minutes, and maximum of 51 minutes.
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The remaining data are analyzed in the same manner, and the following 
best-fitting probability distributions are determined:

• Emergency routine patient arrival rate—exponential (7.5 minutes 
between arrivals)

• Triage time—triangular (2, 5, 7 minutes)
• Admitting time—triangular (3, 8, 15 minutes)
• Patient history time—triangular (15, 20, 25 minutes)
• Nurse history time—triangular (5, 11, 15 minutes)
• Exam/treatment time—triangular (14, 36, 56 minutes)
• Discharge time—triangular (9, 19, 32 minutes)

The Arena model simulation is based on 12-hour intervals (2:00 p.m. 
to 2:00 a.m.) and replicated 100 times. Note that increasing the number of 
replications decreases the half-width and, therefore, gives tighter confidence 
intervals. The number of replications needed depends on the desired confi-
dence interval for the outcome variables. However, as the model becomes more 
complicated, more replications take more simulation time; this model is fairly 
simple, so 100 replications take little time and are sufficient for this purpose.

Most simulation software, including Arena, is capable of using different 
arrival rate probability distributions for different times of the day and days of the 
week, allowing for varying demand patterns. However, the team believes that 
this simple model using only one arrival rate probability distribution represents 
the busiest time for the ED, having observed that by 2:00 p.m. on weekdays 
no queues are created in either the waiting room or the discharge area. 

The results of the simulation are reviewed by the team and compared with 
actual data and observations to ensure that the model is, in fact, simulating the 
reality of the ED. The team is satisfied that the model accurately reflects reality.

The focus of this simulation is the queuing that occurs in both the waiting 
room and the discharge area and the total time in the system. Exhibit 11.13 
shows the results of this base (current status) model. On average, a patient 
spends 2.4 hours in the ED.

The team next examines the discharge process in depth because patient 
waiting time is greatest there. The ED has two rooms devoted to discharge and 
uses two nurses to handle all discharge tasks, such as making sure prescriptions 
are given and home care instructions are understood. However, because of the 
limited number of nurses and exam rooms, queuing is inevitable. In addition, 
the patient treatment information must be handed off from the treatment team 
to the discharge nurse. The process improvement team simulates having the 
discharge process carried out by the examination and treatment team. Because 
the examination and treatment team knows the patient information, the handoff 
task can be eliminated. The team estimates that this change will save about five 
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minutes. To ensure that this is the correct outcome, team members simulate 
the new system by eliminating discharge as a separate process.

Team members estimate the probability distribution of the combined 
exam/treatment/discharge task by first estimating the probability distribution 
for handoff as triangular (4, 5, 7 minutes). The team uses Input Analyzer to 
simulate 1,000 observations of exam/treatment time, discharge time, and 
handoff time using the previously determined probability distributions for 
each. For each observation, it adds exam/treatment time to discharge time and 
subtracts handoff time to find total time. Input Analyzer finds the best-fitting 
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probability distribution for the total time for the new process as triangular 
(18, 50, 82 minutes).

The team simulates the new process and finds that, under the new 
system, patients will spend an average of 2.95 hours in the ED—increasing 
the time spent there. However, it will eliminate the need for discharge rooms. 
The team decides to investigate the impact of converting the former discharge 
rooms to exam rooms and runs a new simulation incorporating this change 
(exhibit 11.14). The result of this simulation is shown in exhibit 11.15. Both 
the number of patients in the waiting room (examination and treatment queue) 
and the amount of time they wait are reduced substantially. The staffing levels 
are not changed, as the discharge nurses are now treatment nurses. Physician 
staffing also is not increased, as some delay inside the treatment process itself 
has always existed due to the need to wait for lab results, resulting in a delayed 
final physician diagnosis. Having more patients available for treatment fills this 
lab delay time for physicians to perform patient care.
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The most significant improvement resulting from the process improve-
ment initiative is that total patient throughput time now averages 1.84 hours 
(110 minutes). This 33 percent reduction in throughput time exceeds the 
team’s goal and is celebrated by VVH’s senior leadership. The summary of 
process improvement steps is displayed in exhibit 11.16.

Conclusion

The theory of swift, even flow provides a framework for process improvement 
and increased productivity. The efficiency and effectiveness of a process increase 
as the speed of flow through the process increases and the variability associated 
with that process decreases.

The movement of patients in a healthcare facility is one of the most 
critical and visible processes in healthcare delivery. Reducing flow time and 
variation in processes results in a number of benefits, including the following:

• Patient satisfaction increases.
• Quality of clinical care improves as patients have reduced waits for 

diagnosis and treatment.
• Financial performance improves.

This chapter demonstrates many approaches to the challenges of reducing 
flow time and process variation. Starting with the straightforward process map, 
many improvements can be found immediately by inspection. In other cases, 
the powerful tool of computer-based discrete event simulation can provide a 
road map to sophisticated process improvements.

Ensuring quality of care is another critical focus of healthcare organiza-
tions. The process improvement tools and approaches in this chapter may be 

Process Improvement Change Throughput Time, Routine Patients

Baseline, before any improvement 165 minutes

Combine admitting functions 155 minutes

Patients enter their own history
 into computer

145 minutes

Combine discharge tasks into 
 examination and treatment
 process, and convert discharge
 rooms to treatment rooms

110 minutes

EXHIBIT 11.16
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used to reduce process variation and eliminate errors. Healthcare organizations 
must employ the disciplined approach described in this chapter to achieve the 
needed improvements in flow and quality.

Discussion Questions

1. How do you determine which process improvement tools should 
be used in a given situation? What is the cost and return of each 
approach?

2. Which process improvement tool can have the most powerful impact, 
and why?

3. How can barriers to process improvement, such as staff reluctance 
to change, lack of capital, technological barriers, or clinical practice 
guidelines, be overcome?

4. How can the electronic health record be used to make significant 
process improvements for both efficiency and quality increases?

5. Describe several places or times in your organization where people or 
objects (paperwork, tests, etc.) wait in line. How do the characteristics 
of each example differ?

Exercises

1. Access the National Guideline Clearinghouse (www.guideline.gov/) 
and translate one of the guidelines described into a process map. Add 
decision points and alternative paths to account for unusual issues that 
might occur in the process. (Hint: Use Microsoft Visio or another 
similar application to complete this exercise.)

2. Access the following process maps on the 
companion website:
• Operating Suite
• Cancer Treatment Clinic
Use basic improvement tools, theory of constraints, Six Sigma, or Lean 
tools to determine possible process improvements.

3. The hematology lab manager has received complaints that the 
turnaround time for blood tests is too long. Data from the past month 
show that the arrival rate of blood samples to one technician in the 
lab is five per hour and the service rate is six per hour. Using queuing 
theory, and assuming that (a) both rates are exponentially distributed 
and (b) the lab is at steady state, determine the following measures: 

On the web at 
ache.org/books/OpsManagement3
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• Capacity utilization of the lab 
• Average number of blood samples in the lab 
• Average time that a sample waits in the queue 
• Average number of blood samples waiting for testing 
• Average time that a blood sample spends in the lab
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